A THEOREM ON SMOOTHNESS—BASS-QUILLEN, CHOW GROUPS AND INTERSECTION MULTIPLICITY OF SERRE

S. P. Dutta

Abstract. We describe here an inherent connection of smoothness among the Bass–Quillen Conjecture, the Chow-group problem and Serre’s Theorem on Intersection Multiplicity. Extension of a theorem of Lindel on smoothness plays a key role in our proof of Serre-Multiplicity theorem in the Geometric (resp. unramified) case. We reduce the complete case of the theorem to the above case by using Artin’s Approximation. We do not need the concept of “Complete Tor”. Similar proofs are sketched for Quillen’s theorem on Chow groups and its extension due to Gillét and Levine.

In order to prove the geometric case of the Bass-Quillen conjecture for projective modules over polynomial rings, Lindel [L] came up with an elegant characterization of a special case of smoothness for regular local rings obtained by localizing a finitely generated $k$-algebra ($k$ a field) at a maximal ideal. Afterwards Nashier [Nas] extended Lindel’s idea to prove a structure theorem for smoothness (special type) with some descent data for any regular local ring essentially of finite type over a field $k$. In [D2], we pointed out that Nashier’s theorem can be easily generalized to regular local rings $A$ essentially of finite type and smooth over a discrete valuation ring (henceforth d.v.r.) $V$ such that $A/m_A$ is separately generated over $V/m_V$. Using these generalizations along with Claborn and Fossum’s [C-F] work on Chow groups, we produced [D2] new proofs of Quillen’s theorem on Chow-groups for regular local rings essentially of finite type over a field and its extension.
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due to Gillét and Levine for above rings smooth over a d.v.r. $V$. Our approach was totally different from that of Quillen [Q]. In the d.v.r. case our proof was a bit restricted—we needed $A/m_A$ to be separably generated over $V/m_V$.

In this note we are going to produce a new proof of Serre’s theorem on Intersection Multiplicity in which the above generalizations of Lindel’s result play a very significant role. We know, by Serre’s work, that the study of intersection multiplicity in an affine space over a field or a d.v.r. reduces to the study of $\chi(A/P, A/q)$, where $A$ is a regular local ring essentially of finite type over a field $k$ or a d.v.r. $V$ and $P$, $q$ are prime ideals of $A$ such that $\ell(A/P + q) < \infty$. In order to prove both the equicharacteristic case and the unramified case, Serre reduced the problem to a similar problem on a power series ring; he came up with the notion of “complete Tor”, and he used it along with the method of diagonalization to finish his proof. But our attack comes from a completely different viewpoint. We reduce the whole problem, both in the equicharacteristic case and in the unramified case, to a similar problem over a regular local ring obtained by localizing a polynomial ring at the most obvious maximal ideal and use the method of diagonalization to solve it. For the solution of Serre-multiplicity on power series rings over $k$ or $V$, we reduce the problem to arbitrary regular local rings essentially of finite type and smooth over $k$ or $V$ and then finish the proof by the technique mentioned above. For this reduction, Artin’s Approximation plays a key role. After this manuscript was prepared we got a preprint by Berthelot [B] in which he proved non-negativity of Serre-multiliciten following an exposition of Gabber’s work. In his reduction of the complete case to the essentially finite case, Berthelot used spectral sequences which we do not need at all in our work.
Hochster has recently shown that our technique can produce a direct reduction of the complete ramified case to the essentially finite type ramified case [H2]. Note that Serre’s theorem over arbitrary regular local rings follows directly from the complete case. We are really surprised to find that a structure theorem on a special case of smoothness can be such a major factor for three outstanding problems.

In Section 1, we state Lindel’s result, Nashier’s extension and our generalization. For the sake of completeness of this paper we provide a proof of this generalization. In Section 2, we furnish our proof of Serre’s theorem in the geometric case. In Section 3, we do the same for the complete case. For the convenience of the reader we give a brief sketch of our proof of Quillen’s theorem on chow-groups and its extension due to Gillét-Levine in Section 4.

A final remark. The approach, we emphasize here, also lead to a new proof of the following result due to Serre: Let $A$ be a regular local ring, and let $M, N$ be two finitely generated modules such that $\ell(M \otimes_A N) < \infty$. Then $\dim M + \dim N \leq \dim A$.

Section 1

First we state Lindel’s result

1.1 Theorem. Proposition 2, [L] Let $A$ be an affine domain over a field $k$ with $d = \dim A \geq 1$. Let $m$ be a maximal ideal of $A$ such that $A_m$ is a regular local ring and the residue class field $k = A/m$ is a separable algebraic extension of $k$. Then there exist elements $x_1, \ldots, x_t$ in $A$ such that the following hold:

(i) $A = k[x_1, \ldots, x_t], \ m = (f(x_1), x_2, \ldots, x_t)$ with $f(x_1) \notin m^2$, where $f$ is the minimal polynomial of the image of $x_1$ in $K$,
(ii) $A_m$ is an étale neighborhood of $B_n$ where $B = k[x_1, \ldots, x_d]$ and $n = m \cap B$.

Next we state Nashier's extension of the above result [Nas]. It plays a crucial role in our proofs in Section 2 and Section 3.

1.2 Theorem. ([N]) Let $(A, m, K)$ be a regular local ring essentially of finite type over a field $k$ such that $K/k$ is a finite separable extension. Let $a(\neq 0) \in m^2$. Then there exists a regular local ring $(B, n, K) \subset (A, m, K)$ with the following properties:

1. $B$ is a localization of a polynomial ring $k[X_1, \ldots, X_d]$ at a maximal ideal $n$ of the type $(f(X_1), X_2, \ldots, X_d)$, where $f$ is a monic irreducible polynomial in $k[X_1]$. Moreover $B \to A$ is étale.

2. There exists an element $h$ in $B \cap aA$ such that $B/(hB) \to A/(aA)$ is an isomorphism.

For a proof we refer the reader to [Nas]. We comment that by a standard technique (see proof of Theorem [1.3]) one can recover the case when $K$ is separably generated over $k$.

Now we state our generalization and prove it. It is an extension of Nashier's theorem to the d.v.r. case.

1.3 Theorem. ([D2]) Let $(A, m, K)$ be a regular local ring of dimension $d + 1$, essentially of finite type and smooth over an excellent d.v.r. $(V, \pi)$ such that $A/m$ is separately generated over $V/\pi V$. Let $a(\neq 0) \in m^2$ be such that $a \notin \pi A$ (i.e., $\{\pi, a\}$ form an $A$-sequence). Then there exists a regular local ring $(B, n, K) \subset (A, m, K)$ such that

1. $B$ is a localization of a polynomial ring $W[X_1, \ldots, X_d]$ at a maximal ideal of the type $(\pi, f(X_1), X_2, \ldots, X_d)$ where $f$ is a monic irreducible polynomial in $W[X_1]$ and $(W, \pi)$ is an excellent d.v.r. $\subset A$; moreover $A$ is an étale neighborhood of $B$. 
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(2) There exists an element \( h \) in \( B \cap aA \) such that \( B/hB \to A/aA \) is an isomorphism.

Furthermore \( hA = aA \).

Proof. The first part consists of arguments similar to those in the proof of the local version of Zariski’s Main Theorem in [N]. Let \( y_1, \ldots, y_t \) be elements of \( A \) such that their residue classes \( \bar{y}_1, \ldots, \bar{y}_t \) modulo \( m \) form a transcendental basis of \( A/m \) over \( V/\pi V \). Write \( L = V/\pi V(\bar{y}_1, \ldots, \bar{y}_t) \) and \( W = V[y_1, \ldots, y_t]/(\pi V[y_1, \ldots, y_t]) \) (since \( V \) is a d.v.r. \( y_1, \ldots, y_t \) are algebraically independent over \( V \)); note \( W/\pi W = L \).

Consider \( T = W[a, X_2, \ldots, X_d] \) where \( \pi, X_2, \ldots, X_d \) form a part of a regular system of parameters of \( A \). Then \( a, X_2, \ldots, X_d \) are algebraically independent over \( W \). By the altitude formula \( A \) is algebraic over \( T \). Let \( C \) denote the integral closure of \( T \) in \( A \) and write \( m_1 = m \cap C \). Then \( C \) is a finite \( T \) module and \( A = C_{m_1} \) (Zariski’s Main Theorem).

By our construction \( C/m_1 = K = L(\bar{\theta}) \) for some \( \theta \) in \( C \). Let \( \bar{f} \) denote the monic irreducible polynomial of \( \bar{\theta} \) over \( L \). Let \( f \) lift \( \bar{f} \) over \( W \). Then \( f \) is monic irreducible over \( W \) and \( f(\theta) \in m_1 \), but \( f'(\theta) \notin m_1 \). Note that, changing \( \theta \) to \( \theta + \alpha \), \( \alpha \in m_1 \) if necessary, we can assume that \( \pi, f(\theta), X_2, \ldots, X_d \) generate \( m \) in \( A \). Since \( C \) is semi-local, we can choose \( X_1 \) in \( C \) such that \( X_1 \equiv \theta \mod m^2 \) and the ideal \( (\pi, a, f(X_1), X_2, \ldots, X_d) \) is contained in \( m_1 \) only. It follows easily that \( m = (\pi, f(X_1), X_2, \ldots, X_d) \).

As \( X_1 \) is integral over \( T \), replacing \( X_1 \) by \( X_1 + a^i \) for \( i \) sufficiently large we can assume that \( a \) is integral over \( W[X_1, \ldots, X_d] \). Let \( D = W[X_1, \ldots, X_d], q = (\pi, f(X_1), X_2, \ldots, X_d) \) and \( B = D_q \). Note that \( C \) is a finite \( D[a] \) module, \( C/m_1 = D[a]/(q, a) \). Hence \( A = C_{m_1} = D[a]_{(q, a)} \). By our construction of \( B \), \( mBA = m \); \( B/mB = A/m \) hence \( i : B \to A \) is unramified, but \( B \) being regular, \( i \) is étale. Hence \( B \cap aA \) is principal. Let \( B \cap aA = (h) \).
It is easy to check that $hA = aA$; hence $B/hB \simeq A/aA$. \hfill \Box

Section 2

We begin this section by stating Serre’s conjecture on intersection multiplicity.

**Serre’s Conjecture.** Let $R$ be a regular local ring and let $M$, $N$ be two finitely generated modules over $R$ such that $\ell(M \otimes_R N) < \infty$. Then $\chi(M, N)(= \Sigma(-1)^i \ell(\text{Tor}^R_i(M, N)))$ is $\geq 0$, the sign of equality holds if and only if $\dim M + \dim N < \dim R$.

Serre proved the conjecture for the equicharacteristic and the unramified case. The vanishing part of the conjecture was proved by Roberts [R] and by Gillét and Solué [G-S] independently. The positivity part is very much open. For some special cases of positivity see [D2], [K], [M].

For our proof of Serre’s theorem, we need the following observations.

**2.1 Lemma.** [D2] Lemma. Let $(A, m)$ be a local domain essentially of finite type over a field $K$. Let $P$ be a prime ideal of $A$. Then there exists a local domain $(B, n)$ essentially of finite type over some field $L \subset K$ and a prime ideal $q$ of $B$ such that

(i) $(B, n) \rightarrow (A, m)$ is local, flat and $\dim B = \dim A$

(ii) $B/n$ is separately generated over $L$

(iii) $qA = P$.

**Proof.** If $A/m$ is separately generated over $K$, there is nothing to prove. So, assume this is not so. Then obviously $K$ is not algebraic over its prime field $k$. Now following blindly the technique introduced by Peskine and Szpiro [P-S, Chapter II, Lemma (2.2), Lemma (2.3)
and Lemma (2.4) we can construct an infinite field $L$, $k \subset L \subset K$ and the local domain $(B, n)$ with the above properties. We leave the details as an exercise to the reader.

Remark. If $(A, m)$ is regular, then so is $(B, n)$.

**2.2 Lemma.** Let $(A, m_A)$ and $(A', m_{A'})$ be two regular local rings with $\dim A = \dim A'$ and let $f : A \to A'$ be local and flat. Let $M, N$ be two finitely generated modules over $A$ such that $\ell(M \otimes N) < \infty$. Write $M' = M \otimes_A A'$, $N' = N \otimes_A A'$. Then $\ell(M' \otimes_{A'} N') < \infty$ and $\chi^A(M, N) = \ell(A'/m_{A'}) \chi^{A'}(M', N')$. Thus $\chi^A(M, N) \geq 0$ according as $\chi^A(M', N') \leq 0$ respectively.

**Proof.** Proof is obvious—and we leave it as an exercise.

**2.3 Lemma.** Let $V \xrightarrow{f} A$ be non-zero, local, smooth map, where $A$ is a regular local ring and $V$ is a d.v.r. or a field. Then we can construct a commutative diagram

$$
\begin{array}{ccc}
V & \xrightarrow{f} & A \\
\downarrow{\scriptstyle i} & & \downarrow{\scriptstyle i'} \\
V' & \xrightarrow{f'} & A'
\end{array}
$$

such that $V'$ is a d.v.r. or a field, $A'$ is a regular local ring, $i$ is flat, $m_V V' = m_{V'}$ and $V'/m_{V'}$ is algebraically closed. Moreover, $f'$ is smooth and $i'$ is flat.

**Proof.** For construction of $V'$ and $i$, we refer the reader to [Mat]. Now localizing at a maximal ideal of $V' \otimes_V A$, lying over $m_A$, we get our required $A'$. All other things can be checked easily.

Note that, by completing $V'$ if necessary, we can assume $V'$ is excellent.

Now we are ready to give a new proof of the geometric case of Serre's theorem on Intersection Multiplicity.
2.4 Theorem. (Serre, Th. 1, Th. 2, Ch. V, [S]) Let \( A \) be a regular local ring essentially of finite type over a field \( k \) or an excellent d.v.r. \( V \). In the d.v.r. case we assume \( i : V \to R \) is unramified (smooth). Let \( M \) and \( N \) be two finitely generated modules with \( \ell(M \otimes_A N) < \infty \). Write \( \chi(M, N) = \sum_{i=0}^{\dim A} (-1)^i \ell(\operatorname{Tor}_i^A(M, N)) \). Then \( \chi(M, N) \geq 0 \), the sign of equality holds if and only if \( \dim M + \dim N < \dim A \).

Proof Without any loss of generality, we can assume \( M = A/P, N = A/q \), where \( P, q \) are prime ideals of \( A \). If \( A \) is essentially of finite type over \( k \), then by Lemma 2.1, we can assume \( A/m_A \) is separately generated over \( k \). Thus \( V(\text{respectively } k) \hookrightarrow A \) is smooth. By lifting a transcendental basis of \( A/m_A \) over \( V/m_V \) (respectively \( k \)), and then localizing (first part of proof of Theorem 1.3) we can assume \( A/m_A \) is algebraic over \( V/m_V \) (respectively \( k \)). By Lemma 2.2 and Lemma 2.3, we can assume that \( V/m_V \) (respectively \( k \)) is algebraically closed and hence is isomorphic to \( A/m_A \).

Choose a non-null element \( a \) in \( P \cap q \cap m_A^2 \). Then by Theorem 1.3 we can find \( x_1, \ldots, x_d \) in \( A \), \( d = \dim A \), such that if \( B = V[X_1, \ldots, X_d]\) (respectively \( k[X_1, \ldots, X_d] \)), \( n = m \cap B = (\pi, f(X_1), X_2, \ldots, X_d)\) (respectively \((f(X_1), X_2, \ldots, X_d)\)) then \( A \) is a étale neighborhood of \( B_n \) and \( B_n/(a) \cap B_n \hookrightarrow A/aaA \) is an isomorphism. (Here \((\pi) = m_V \)). Actually \( aaA = ((a) \cap B_n)A \). Since \( V/m_V \) (respectively \( k \)) is algebraically closed, \( n = (\pi, X_1 - \lambda, X_2, \ldots, X_d) \), (respectively \((X_1 - \lambda, X_2, \ldots, X_d) \)). So, by a translation, if necessary, we can assume \( n = (\pi, X_1, X_2, \ldots, X_d)\) (respectively \((X_1, \ldots, X_d)\)). It is easy to check that if \( P' = P \cap B_n \) and \( q' = q \cap B_n \), then \( P'A = P, q'A = q \) and \( \chi^n(B_n/P', B_n/q') = \chi^A(A/P, A/q) \).

Thus we can assume \( A = V[X_1, \ldots, X_d]_{(\pi, X_1, \ldots, X_d)} \) (respectively \( k[X_1, \ldots, X_d]_{(X_1, X_2, \ldots, X_d)} \)), and \( P, q \) are two prime ideals of \( A \) such that \( \ell(A/P + q) < \infty \). Note that the technique of
diagonalization works on a polynomial ring localized at the maximal ideal \((\pi, X_1, \ldots, X_d)\) (respectively \((X_1 \ldots X_d)\)). Write \(C = k[X_1 \ldots Y_n, X_1 \ldots Y_n](x_1, \ldots, x_n, y_1, \ldots, y_n)\), or
\[
C = V[X_1, \ldots, X_n, Y_1, \ldots, Y_n](\pi, x_1, \ldots, x_n, y_1, \ldots, y_n),
\]
\(T = C/PC + qC\) and \(D = (X_1 - Y_1, \ldots, X_n - Y_n)\). Then in the first case \(\text{Tor}_i^A(A/P, A/q) \simeq \text{Tor}_i^C(C/PC + qC, C/D)\) and in the second case \(\text{Tor}_i^C(\text{Tor}_j^V(A/P, A/q), C/D) \Rightarrow \text{Tor}_i^A(A/P, A/q)\); here \(j = 0\) or \(1\). In the latter case we need to separate the cases for \(\pi \notin A/P\) and for \(\pi \in A/P\) and \(\pi \in A/q\) as discussed in [S] (page 140). Thus we are done by similar arguments as in [S].
SECTION 3

We now proceed to cover the complete case i.e. when $A = V[[X_1, \ldots, X_n]]$, where $V$ is a complete d.v.r. or a field $k$. Since the same technique will work for both cases, we will work out the case when $V = k$, a field. In this case we write $\hat{A} = k[[X_1, \ldots, X_d]]$, $A = k[X_1, \ldots, X_d](x_1, \ldots, x_d)$, $A^h = \text{the henselization of } A$. Recall that $A^h = \lim_{\longrightarrow} A_n$, where each $A_n$ is an étale neighborhood of $A$ and hence a regular local ring, essentially of finite type over $k$. We know, by Artin’s Approximation Theorem, that $A^h$ is an approximation ring i.e. given any system of equations $F_1 = 0, \ldots, F_\gamma = 0$, $F_i \in A[X_1, \ldots, X_d]$, if the system has a solution $\hat{x}_1, \ldots, \hat{x}_d$ in $\hat{A}$, then for every $t > 0$, $\exists$ a solution $x_1^{(t)}, \ldots, x_\ell^{(t)}$ of the system in $A^h$ such that $x_i^{(t)} \equiv \hat{x}_i \mod m^t \forall i = 1, \ldots, \ell$. Since for any such system of equations, any solution consists of finite number of elements, we can always assume that these $x_i^{(t)}$'s lie in $A_n$ for some $n \in I$. We will utilize this fact to reduce our problem to a similar problem for a regular local ring essentially of finite type over $k$. We achieve this by the following sequence of results.

We start with a theorem and a corollary, both due to Peskine and Szpiro.

3.1 Theorem. (6.2, [P-S]). Let $V$ be a field or an excellent d.v.r., and let $A$ be a local ring essentially of finite type over $V$. Let $\hat{A}$ denote the completion of $A$ with respect to the maximal ideal $m$ of $A$. Let $M$ be a finitely generated module of finite projective dimension. Consider a minimal free resolution of $M$ over $\hat{A}$:

$$0 \rightarrow L_r \rightarrow L_{r-1} \rightarrow \cdots \rightarrow L_1 \rightarrow L_0 \rightarrow M \rightarrow 0.$$
Then, for every integer \( c \), there exists an exact complex:

\[
0 \to P_r \to P_{r-1} \to \cdots \to P_1 \to P_0,
\]

of finitely generated free modules over \( A^h \) such that \( P_\bullet \otimes_{A^h} (A^h/m^cA^h) = L_\bullet \otimes_{\hat{A}} (\hat{A}/m^c\hat{A}) \)

**Corollary.** (6.3, [P-S]) Let \( A, M \) be as above. Then for every integer \( c \), there exists an \( n \in I \) and an \( A_n \)-module \( M_n \) of finite projective dimension such that

(i) \( M_n/m^cM_n \simeq M/m^cM \).

(ii) \( Pd_{A_n}M_n = Pd_{\hat{A}}M \).

For proof, we refer the reader to [P-S]. Note that the complex \( P_\bullet \), in the theorem, can also be considered as a complex over \( A_n \), for some \( n \in I \). (We now return to our notations described in the beginning of this section.)

3.2 **Lemma.** Let \( \hat{M} \) be a module of finite length over \( \hat{A} \). Then there exists a module \( M_n \)

of finite length over some \( A_n \), such that \( M_n \otimes_{A_n} \hat{A} = \hat{M} \).

**Proof.** We know that \( \hat{M} \) itself, considered as an \( A_n \)-module, can do the job. Here we want to take a different approach, which will be useful in several occasions (Remark at the end of this proof). Let \( t \) be an integer such that \( m^t\hat{M} = 0 \). Suppose \( r = \mu(\hat{M}) \). Now we construct the following commutative diagram with exact horizontal rows:

\[
\begin{array}{c}
\hat{A}^r & \overset{\phi}{\longrightarrow} & \hat{A}^r & \longrightarrow & \oplus_{i=1}^r \hat{A}/m^t_i & \longrightarrow & 0 \\
\downarrow \varphi & & \downarrow id & & \downarrow \eta & & \\
\hat{A}^s & \overset{\psi}{\longrightarrow} & \hat{A}^r & \longrightarrow & \hat{M} & \longrightarrow & 0
\end{array}
\]

where \( \eta \) is the natural surjection, sending \( \tilde{e}_i \) to \( z_i \) where \( z_1, \ldots, z_r \) is a set of minimal generators of \( \hat{M} \), \( \phi = (a_{ij})_{r \times e} \), \( (a_{ij}) \) constructed from a minimal set of generators of \( m^t \),
\( \hat{\psi} = (\hat{b}_{ij})_{r \times s} \) and \( \hat{\theta} = (\hat{c}_{ij})_{s \times e} \), such that \( \hat{\phi} = \hat{\psi} \hat{\theta} \). Let us consider the variable matrices \( (X_{ij}), (Y_{ij}) \) and \( (Z_{ij}) \) corresponding to \( \hat{\phi}, \hat{\psi} \) and \( \hat{\theta} \) respectively. Then \( (\hat{a}_{ij}), (\hat{b}_{ij}) \) and \( (\hat{c}_{ij}) \) are solutions of the following system of equations

\[
X_{ij} = a_{ij} \quad \text{for every } i, j \quad \text{and } \quad (Y_{ij})(Z_{ij}) = (X_{ij}), \ldots 
\]

(in other words, \( a_{ij} \)'s play the role of coefficients in the above system of equations) we approximate these solutions modulo \( \hat{m}^t \) by \( \phi = (a_{ij}), \psi = (b_{ij}) \) and \( \theta = (c_{ij}) \), lying in some \( A_n \), respectively.

Now consider the following commutative diagram with exact horizontal rows:

\[
\begin{array}{ccc}
A_n^e & \xrightarrow{\phi} & A_n^r \\
\downarrow \theta & & \downarrow \text{id} \\
A_n^s & \xrightarrow{\psi} & M_n
\end{array}
\]

\[
A_n^e \xrightarrow{\phi} A_n^r \xrightarrow{\oplus A_n/m^t_n} 0 \\
\theta \downarrow \quad \quad \quad \quad \quad \quad \quad \quad \quad \downarrow \text{id} \\
A_n^s \xrightarrow{\psi} A_n^r \xrightarrow{M_n} 0 
\]

Write \( M_n \) for cober \( \psi \). Then it follows from (3) that \( m^t_n M_n = 0 \) and hence \( \ell(M_n) < \infty \). Since \( \psi = \hat{\psi} \mod \hat{m}^t \), and \( \hat{m}^t \hat{M} = 0 \) it follows easily that \( M_n \otimes_{A_n} \hat{A} = \hat{M} \).

**Remark.** Given two finitely generated modules \( \hat{M}, \hat{N} \) over \( \hat{A} \) with minimal free resolutions \( \hat{F}_*, \hat{G}_* \) respectively, by using 3.1, we can construct modules \( M_n, N_n \) with minimal free resolutions \( F_{\bullet n}, G_{\bullet n} \) respectively such that the conclusions of Corollary 3.1 are satisfied. Then \( F_{\bullet n} \otimes G_{\bullet n} \) approximate \( \hat{F}_* \otimes \hat{G}_* \) modulo \( m^t \). But this does not assure that \( \ell(M_n \otimes_{A_n} N_n) < \infty \) whenever \( \ell(\hat{M} \otimes \hat{N}) < \infty \). To achieve this goal, we use the procedure outlined in the above Lemma. In other words, we need to throw in some extra equations to guarantee that \( \ell(M_n \otimes N_n) < \infty \) whenever \( \ell(\hat{M} \otimes \hat{N}) < \infty \). We will use this fact in the proofs of Corollary 3.4 and Proposition 3.5.
3.3 Proposition. Let $0 \to \hat{N} \to \hat{M} \to \hat{T} \to 0$ be an exact sequence of finitely generated $\hat{A}$-modules and let $\hat{F}_\bullet, \hat{L}_\bullet, \hat{G}_\bullet$ be free resolutions of $\hat{N}, \hat{M}, \hat{T}$ respectively where $\hat{F}_\bullet, \hat{G}_\bullet$ are minimal and $\hat{L}_\bullet = \hat{F}_\bullet \oplus \hat{G}_\bullet$ is constructed from $\hat{F}_\bullet, \hat{G}_\bullet$ in the usual manner i.e. if $\hat{\phi}_\bullet, \hat{\psi}_\bullet$ represents the boundary maps of $\hat{F}_\bullet, \hat{G}_\bullet$ respectively; and $\hat{h}_\bullet$ represents the map from $(\hat{G}_\bullet)_1 \to F_\bullet$ with $\hat{h}_n\hat{\psi}_{n+1} + \hat{\phi}_n\hat{h}_{n+1} = 0$, then $\hat{\theta}_\bullet = \begin{pmatrix} \hat{\phi}_\bullet & \hat{h}_\bullet \end{pmatrix}$ represents the boundary maps of $L_\bullet$. Then for every positive integer $t$, there exists an $n \in I$ and an exact sequence of finitely generated $A_n$-modules

$$0 \to N_n \to M_n \to T_n \to 0$$

such that

(i) $N_n \otimes A_n/m^n = \hat{N} \otimes \hat{A}/\hat{m}^t$, $M_n \otimes A_n/m^n = \hat{M} \otimes \hat{A}/\hat{m}^t$, $T_n \otimes A_n/m^n = \hat{T} \otimes \hat{A}/\hat{m}^t$

(ii) There exists free resolutions $F_\bullet, L_\bullet, G_\bullet$ of $N_n, M_n$ and $T_n$ respectively such that

(a) $F_\bullet, G_\bullet$ are minimal and $L_\bullet = F_\bullet \oplus G_\bullet$ is constructed in the usual manner

(b) $F_\bullet \otimes A_n/m^n = \hat{F}_\bullet \otimes \hat{A}/\hat{m}^t$, $L_\bullet \otimes A_n/m^n = \hat{L}_\bullet \otimes \hat{A}/\hat{m}^t$ and $G_\bullet \otimes A_n/m^n = \hat{G}_\bullet \otimes \hat{A}/\hat{m}^t$.

Proof. Write $\hat{\phi}_\bullet = (\hat{a}_{ij}), \hat{\psi}_\bullet = (\hat{b}_{ij}), \hat{h}_\bullet = (\hat{h}_{ij})$.

Treating the entries of $\hat{\phi}_\bullet, \hat{\psi}_\bullet$ and $\hat{h}_\bullet$ as variables we see that $\hat{a}_{ij}, \hat{b}_{ij}$ and $\hat{h}_{ij}$ satisfy equations

$$\hat{\phi}_i \cdot \hat{\phi}_{i+1} = 0, \hat{\psi}_i \cdot \hat{\psi}_{i+1} = 0$$

and

$$\hat{\theta}_i \cdot \hat{\theta}_{i+1} = 0 \quad \text{(or)} \quad \hat{h}_n\hat{\psi}_{n+1} + \hat{\phi}_n\hat{h}_{n+1} = 0.$$ 

Let $a_{ij}, b_{ij}, h_{ij}$ denote the solutions of the above system in some $A_n$ such that they approximate $\hat{a}_{ij}, \hat{b}_{ij}, \hat{h}_{ij}$ modulo $\hat{m}^t$ respectively. Write $\phi_\bullet = (a_{ij}), \psi_\bullet = (b_{ij}), h_\bullet = (h_{ij})$ and $\theta_\bullet = \begin{pmatrix} \phi_\bullet & h_\bullet \end{pmatrix}$.
Let us form $F_\bullet, L_\bullet$ and $G_\bullet$ in the expected manner. (i.e., $L_\bullet = F_\bullet \oplus G_\bullet$ etc. with boundary maps $\phi_\bullet, \theta_\bullet, \psi_\bullet$ respectively). Write $N_n = \text{coker} \phi_1, M_n = \text{coker} \theta_1, \text{and } T_n = \text{coker} \psi_1$. Now i) and ii) follow from Theorem (3.1) and its corollary directly. Also from the construction it can be easily checked that

$$0 \to N_n \to M_n \to T_n \to 0$$

is exact.

Remarks.

1. If $M$ is free, so is $M_n$.

2. Using the above proposition we can prove the following: Given a finite complex $\hat{L}_\bullet$ over $\hat{A}$ of finitely generated free modules and a positive integer $t$, we can find $n \in I$ and a finite complex $L_{n \bullet}$ of finitely generated free-modules over $A_n$ such that

i) $\hat{L}_\bullet \otimes \hat{A}/\hat{m}^t \simeq L_{n \bullet} \otimes A_n/m_n^t$ and

ii) $H_i(\hat{L}_\bullet) \otimes \hat{A}/\hat{m}^t \simeq H_i(L_{n \bullet}) \otimes A_n/m_n^t$.

Thus, when all the homologies of $\hat{F}_\bullet$ are of finite length, for $t > 0$, $\exists n \in I$ such that $H_i(\hat{L}_\bullet) \simeq H_i(L_{n \bullet})$ for $i \geq 0$. But, when $\hat{L}_\bullet = \hat{F}_\bullet \otimes \hat{G}_\bullet$ where $\hat{F}_\bullet, \hat{G}_\bullet$ are two minimal free complexes resolving $\hat{M}, \hat{N}$ respectively, (notations as in Remark 3.2) $L_{n \bullet}$ is not necessarily $F_{n \bullet} \otimes G_{n \bullet}$.

**Theorem 3.4.** Let $\hat{M}, \hat{N}$ be two finitely generated modules over $\hat{A}$. Then for every integer $t$, there exists an $n \in I$ and two finitely generated $A_n$-modules $M_n, N_n$ such that

i) both $M_n$ and $N_n$ satisfy Corollary (3.1) and

ii) $\text{Tor}^A_i (M_n, N_n) \otimes A_n/m_n^t \simeq \text{Tor}^\hat{A}_i (\hat{M}, \hat{N}) \otimes \hat{A}/\hat{m}^t$. 
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Proof. Given a positive integer \( t \), the construction of \( M_n, N_n \) and the assertion in part ii) for \( i = 0 \), follow directly from (3.1). Now, consider the following short exact sequence

\[
0 \to T \to \hat{A}^r \to \hat{M} \to 0
\]  

(1)

By Proposition (3.3), there exists a short exact sequence of \( A_n \) modules

\[
0 \to T_n \to A_n^r \to M_n \to 0
\]  

(1')

such that \( \hat{T}/m^t\hat{T} = T_n/m_n^tT_n \) and part (ii) of Proposition (3.3) is satisfied. Hence, it is enough to prove our assertion for \( Tor_1 \). Applying \( \otimes \hat{A}/\hat{m}^t \) to (1) and \( \otimes A_n/m_n^t \) to (1') respectively we obtain the following exact sequences

\[
0 \to Tor_1^\hat{A}(\hat{M}, \hat{A}/\hat{m}^t) \to \hat{T}/m^t\hat{T} \to \bigoplus_i \hat{A}/\hat{m}^t \to \hat{M}/m^t\hat{M} \to 0
\]

and

\[
0 \to Tor_1^{A_n}(M_n, A_n/m_n^t) \to T_n/m_n^tT_n \to \bigoplus_i A_n^r/m_n^t \to M_n/m_n^tM_n - 0.
\]

By Five-Lemma, it follows that \( Tor_1^\hat{A}(\hat{M}, \hat{A}/\hat{m}^t) \simeq Tor_1^{A_n}(M_n, A_n/m_n^t) \) and hence

\( Tor_1^\hat{A}(\hat{M}, \hat{A}/\hat{m}^t) \simeq Tor_1^{A_n}(M_n, A_n/m_n^t) \) for \( i \geq 0 \). It is an easy exercise to notice that similar arguments establish the following: \( Tor_1^\hat{A}(\hat{M} \otimes \hat{N}, \hat{A}/\hat{m}^t) \simeq Tor_1^{A_n}(M_n \otimes N_n, A_n/m_n^t) \) for \( i \geq 0 \).

Again applying \( \otimes \hat{N} \) to (1) and \( \otimes N_n \) to (1') respectively we obtain the following short exact sequences

\begin{enumerate}
  \item[(A):] \( 0 \to Tor_1^\hat{A}(\hat{M}, \hat{N}) \to \hat{T} \otimes \hat{N} \to \hat{Q} \to 0; \quad 0 \to \hat{Q} \to \hat{N}^r \to \hat{M} \otimes \hat{N} \to \cdots \)
  \item[(B):] \( 0 \to Tor_1^{A_n}(M_n, N_n) \to T_n \otimes N_n \to Q_n \to 0, \quad 0 \to Q_n \to Q_n^r \to M_n \otimes N_n \to 0. \)
\end{enumerate}
Tensoring the second set of exact sequences of (A) and (B) by $\hat{A}/\hat{m}^t$ and $A_n/m_n^t$ respectively and applying Five-Lemma we get $\operatorname{Tor}_i^A(\hat{Q}, \hat{A}/\hat{m}^t) \simeq \operatorname{Tor}_i^A(Q_n, A_n/m_n^t)$ for $i \geq 0$. Now tensoring the first set of exact sequences of (A) and (B) by $\hat{A}/\hat{m}^t$ and $A_n/m_n^t$ respectively, by Five-Lemma we obtain, for $j \geq 0$.

$$\operatorname{Tor}_j^A(\operatorname{Tor}_1^A(\hat{M}, \hat{N}), \hat{A}/\hat{m}^t) \simeq \operatorname{Tor}_j^A(\operatorname{Tor}_1^A(A_n, N_n), A_n/m_n^t).$$

Hence we are done.

**Corollary.** If $\ell(\hat{M} \otimes \hat{N}) < \infty$, then $\exists$ an $n \in I$ and two finitely generated modules $M_n, N_n$ over $A_n$ such that

i) $\ell(M_n \otimes N_n) < \infty$ and

ii) $\operatorname{Tor}_i^A_n(M_n, N_n) \otimes_{A_n} \hat{A} \simeq \operatorname{Tor}_i^A(\hat{M}, \hat{N})$.

The proof follows directly from the above Theorem and Lemma (3.2) (Remark), by taking $t >> 0$, so that $\hat{m}^t(\hat{M} \otimes \hat{N}) = 0$.

**3.5 Proposition.** Let $\hat{M}$ be a finitely generated $\hat{A}$-module with $\dim \hat{M} = d$. Then $\exists$ a module $M_n$ over $A_n$ for some $n \in I$ such that $\dim M_n = d$ and $M_n \otimes \hat{A}/\hat{m}^t = \hat{M}/m^t \hat{M}$.

**Proof.** First note that by using arguments as in Lemma (3.2) if $x_1, \ldots, x_d$ is a maximal $\hat{A}$-sequence in $\hat{m}$, we can approximate it, by a maximal $A_n$-sequence $y_1, \ldots, y_d$ in $A_n$, for some $n$, modulo $\hat{m}^t$, if $\hat{m}^t$ annihilates $\hat{A}/(x_1, \ldots, x_d)$. Thus any regular sequence $x_1, \ldots, x_r$ in $\hat{A}$ can be approximated by a regular sequence $y_1, \ldots, y_r$ in $A_n$ for some $n \in I$, (extend it to maximal $\hat{A}$-sequence!). Let $x_1, \ldots, x_r$ be an $\hat{A}$-sequence which is also a system of parameters for $\hat{M}$. So $\ell(\hat{M}/(x_1, \ldots, x_r)\hat{M}) < \infty$. Then, by the above
proposition, we can approximate $\hat{M}$ and $\hat{A}/(x_1, \ldots, x_r)\hat{A}$ by $M_n$ and $A_n/(y_1, \ldots, y_d)$ respectively such that $M_n \otimes A_n/m^t_n \simeq \hat{M} \otimes \hat{A}/\hat{m}^t$, $A_n/(y_1, \ldots, y_r, m^t_n) \simeq \hat{A}/(x_1, \ldots, x_r, \hat{m}^t)$, $\text{Tor}_i^A(M_n, A_n/(y_1, \ldots, y_r)) \otimes_{A_n} \hat{A} = \text{Tor}_i^\hat{A}(\hat{M}, \hat{A}/(x_1, \ldots, x_r)\hat{A})$, and $\ell(M_n \otimes A_n/(y_1, \ldots, y_r)) < \infty$. Thus $\chi^A_n(M_n, A_n/(y_1, \ldots, y_r)) = \chi^\hat{A}(\hat{M}, \hat{A}/(x_1, \ldots, x_r))$.

This implies [L] that, $\dim M_n = \dim \hat{M}$.

Remark. We also have a different proof of the above fact using 3.3 only.

**3.6 Theorem.** Let $\hat{M}, \hat{N}$ be two finitely generated modules over $\hat{A}$ such that $\ell(\hat{M} \otimes \hat{N}) < \infty$. Then $\chi(\hat{M}, \hat{N}) \geq 0$, the sign of equality holds if and only if $\dim \hat{M} + \dim \hat{N} < \dim \hat{A}$.

Proof. By the corollary to Theorem 3.4 and Proposition 3.5, we can approximate $\hat{M}, \hat{N}$ by $M_n, N_n$ over $A_n$, for some $n \in I$, such that

(i) $\dim M_n = \dim \hat{M}$, $\dim N_n = \dim \hat{N}$,

$$M_n \otimes A_n/m^t_n \simeq \hat{M} \otimes \hat{A}/\hat{m}^t,$$

$$N_n \otimes A_n/m^t_n \simeq \hat{M} \otimes \hat{A}/\hat{m}^t$$

and

(ii) $\text{Tor}_i^A(M_n, N_n) \otimes_{A_n} \hat{A} \simeq \text{Tor}_i^\hat{A}(\hat{M}, \hat{N})$.

Thus $\chi^A_n(M_n, N_n) \simeq \chi^\hat{A}(\hat{M}, \hat{N})$ and the dimension considerations are identical for both pairs. Since $A_n$ is a regular local ring essentially of finite type over $k$ (smooth over $V$), we are done by Theorem 2.4.

**Section 4**

Here we sketch proofs of Quillen’s theorem on chow groups and its extension by Gillét and Levine. As in the previous sections the arguments, we give, are in part based upon
our generalization (1.3) of the Lindel [L], Nashier [Nas] Theorems. One should consult [D2] for more details.

4.1 Theorem (Quillen). Let \((A, m)\) be a regular local ring essentially of finite type over a field \(k\). Then \(A_i(A) = 0\) for \(0 \leq i < \dim A\).

Proof. Let \(P\) be a prime ideal of height \(\dim A - i\). By Lemma 2.1 we can assume that \(A/m\) is separably generated over \(k\). Choose \(a \neq 0 \in P \cap m^2\). Now construct \((B, n)\) as in Theorem 1.3. By the work of Claborn and Fossum [C-F] we have \(A_i(B) = 0\) for \(0 \leq i < \dim A\). Since \(B \to A\) is flat and by \((P \cap B)A = P\), we are done.

4.2 Theorem (Gillét-Levine). Let \((A, m, K)\) be a regular local ring, essentially of finite type and smooth over an excellent d.v.r. \(V\) such that \(A/m\) is separably generated over \(V/\pi V\). Then \(A_i(A) = 0\) for \(0 \leq i < \dim A \cdot (mV = \pi V)\).

Proof. Let \(P\) be a prime ideal of height \(\dim A - i\). If \(\pi \in P\), then \([P/\pi] = 0\) in \(A/\pi A\) by Theorem 4.1 and hence \([P] = 0\) in \(A_i(A)\). So assume \(\pi \notin P\). Choose \(a(\neq 0) \in P \cap m^2\) such that \(\{\pi, a\}\) form an \(A\)-sequence. We then construct \((B, n)\) as in Theorem 1.3 and are done by similar arguments as in the proof of Theorem 4.1.
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